Сжатие изображений

**Сжатие изображений** — применение [алгоритмов](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) [сжатия данных](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B1%D0%B5%D0%B7_%D0%BF%D0%BE%D1%82%D0%B5%D1%80%D1%8C) к изображениям, хранящимся в [цифровом виде](https://ru.wikipedia.org/wiki/%D0%A4%D0%BE%D1%80%D0%BC%D0%B0%D1%82_%D1%84%D0%B0%D0%B9%D0%BB%D0%B0). В результате сжатия уменьшается размер изображения, из-за чего уменьшается время передачи изображения по сети и экономится пространство для хранения.

Сжатие изображений подразделяют на [сжатие с потерями](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D1%81_%D0%BF%D0%BE%D1%82%D0%B5%D1%80%D1%8F%D0%BC%D0%B8) качества и [сжатие без потерь](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B1%D0%B5%D0%B7_%D0%BF%D0%BE%D1%82%D0%B5%D1%80%D1%8C). Сжатие без потерь часто предпочтительней для искусственно построенных изображений, таких как [графики](https://ru.wikipedia.org/wiki/%D0%93%D1%80%D0%B0%D1%84%D0%B8%D0%BA_%D1%84%D1%83%D0%BD%D0%BA%D1%86%D0%B8%D0%B8), иконки программ, либо для специальных случаев, например, если изображения предназначены для последующей обработки алгоритмами распознавания изображений. Алгоритмы сжатия с потерями при увеличении степени сжатия как правило порождают хорошо заметные человеческому глазу [артефакты](https://ru.wikipedia.org/wiki/%D0%90%D1%80%D1%82%D0%B5%D1%84%D0%B0%D0%BA%D1%82%D1%8B_%D1%81%D0%B6%D0%B0%D1%82%D0%B8%D1%8F).

## **Примеры алгоритмов**

### Алгоритмы сжатия без потерь

* [RLE](https://ru.wikipedia.org/wiki/RLE) — используется в форматах [PCX](https://ru.wikipedia.org/wiki/PCX) — в качестве основного метода и в форматах [BMP](https://ru.wikipedia.org/wiki/BMP), [TGA](https://ru.wikipedia.org/wiki/Truevision_TGA), [TIFF](https://ru.wikipedia.org/wiki/TIFF) в качестве одного из доступных.
* [LZW](https://ru.wikipedia.org/wiki/LZW) — используется в формате [GIF](https://ru.wikipedia.org/wiki/GIF)
* [Deflate](https://ru.wikipedia.org/wiki/Deflate) — используется в формате [PNG](https://ru.wikipedia.org/wiki/PNG)

# 

**Кодирование длин серий(RLE)**

**Кодирование длин серий** ([англ.](https://ru.wikipedia.org/wiki/%D0%90%D0%BD%D0%B3%D0%BB%D0%B8%D0%B9%D1%81%D0%BA%D0%B8%D0%B9_%D1%8F%D0%B7%D1%8B%D0%BA) ***r****un-****l****ength****e****ncoding*, *RLE*) или **кодирование повторов** — [алгоритм](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) [сжатия данных](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B4%D0%B0%D0%BD%D0%BD%D1%8B%D1%85), заменяющий повторяющиеся символы (серии) на один символ и число его повторов. **Серией** называется последовательность, состоящая из нескольких одинаковых символов. При кодировании (упаковке, сжатии) строка одинаковых символов, составляющих серию, заменяется строкой, содержащей сам повторяющийся символ и количество его повторов.
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**Пример использования**

Рассмотрим изображение, содержащее текст [чёрного](https://ru.wikipedia.org/wiki/%D0%A7%D1%91%D1%80%D0%BD%D1%8B%D0%B9) цвета на сплошном [белом](https://ru.wikipedia.org/wiki/%D0%91%D0%B5%D0%BB%D1%8B%D0%B9_%D1%86%D0%B2%D0%B5%D1%82) фоне. При построчном чтении [пикселей](https://ru.wikipedia.org/wiki/%D0%9F%D0%B8%D0%BA%D1%81%D0%B5%D0%BB%D1%8C) такого изображения будут встречаться серии белых (фон) и чёрных (буквы) [пикселей](https://ru.wikipedia.org/wiki/%D0%9F%D0%B8%D0%BA%D1%81%D0%B5%D0%BB%D1%8C). Буквой B обозначим чёрный пиксель, а буквой W — белый. Рассмотрим некую произвольную строку изображения длиной 51 символ:

WWWWWWWWWBBBWWWWWWWWWWWWWWWWWWWWWWWWBWWWWWWWWWWWWWW

Посчитаем количество символов:

1. 4 символа «B»;
2. 47 символов «W».

Итого найдено 5 серий. Заменим серии на число повторов и сам повторяющийся символ:

9**W**3**B**24**W**1**B**14**W**

Получилась последовательность из 12 символов. Исходная последовательность состояла из 51 символа. Данные были сжаты в 51/12≈4.25 раза.

Возьмём строку, состоящую из большого количества неповторяющихся символов:

ABCABCABCDDDFFFFFF

После сжатия методом RLE такая строка будет выглядеть так:

**1**A**1**B**1**C**1**A**1**B**1**C**1**A**1**B**1**C**3**D**6**F

Исходная строка состоит из 18 символов, а сжатая — из 22. Размер данных увеличился в 22/18≈1.22 раза.

Чтобы после сжатия размер данных не увеличивался, алфавит, в котором записаны длины серий, делят на две части (обычно равные). Например, алфавит [целых чисел](https://ru.wikipedia.org/wiki/%D0%A6%D0%B5%D0%BB%D0%BE%D0%B5_%D1%87%D0%B8%D1%81%D0%BB%D0%BE) можно разделить на две части: положительные и [отрицательные](https://ru.wikipedia.org/wiki/%D0%9E%D1%82%D1%80%D0%B8%D1%86%D0%B0%D1%82%D0%B5%D0%BB%D1%8C%D0%BD%D0%BE%D0%B5_%D1%87%D0%B8%D1%81%D0%BB%D0%BE) числа. Положительные числа используют для записи количества повторов одного символа, а отрицательные — для записи количества неодинаковых символов, следующих друг за другом.

Посчитаем символы с учётом вышесказанного:

* сначала друг за другом следуют 9 не одинаковых символов: «ABCABCABC»;
* затем записаны 3 символа «D»;
* наконец записаны 6 символов «F».

Сжатая строка запишется в виде:

**-9**ABCABCABC**3**D**6**F

Исходная строка состоит из 18 символов, а сжатая — из 15. Размер данных уменьшился в 18/15=1.2 раза.

Допустим, реализация метода RLE для записи длин серий (для подсчёта количества символов) использует переменную [целочисленного](https://ru.wikipedia.org/wiki/%D0%A6%D0%B5%D0%BB%D0%BE%D0%B5_(%D1%82%D0%B8%D0%BF_%D0%B4%D0%B0%D0%BD%D0%BD%D1%8B%D1%85)) типа со знаком «signed char». В такую переменную можно записать числа от −128 до 127 включительно. Как же быть, если длина серии равна 128 символам и более? В этом случае серию разделяют на части так, чтобы длина части не превышала 127 символов. Например, серия, состоящая из 256 символов «A», будет закодирована следующей строкой (256=127+127+2):

**127**A**127**A**2**A

Запись на некотором языке программирования алгоритма RLE с учётом этих ограничений нетривиальна.

Конечно, кодирование, которое используется для хранения изображений, оперирует с двоичными данными, а не с символами [ASCII](https://ru.wikipedia.org/wiki/ASCII), как в рассмотренных примерах, однако принцип остаётся тем же.

## **Применение**

Очевидно, что такое кодирование эффективно для данных, содержащих большое количество серий, например, для простых графических изображений, таких как [иконки](https://ru.wikipedia.org/wiki/%D0%97%D0%BD%D0%B0%D1%87%D0%BE%D0%BA_(%D1%8D%D0%BB%D0%B5%D0%BC%D0%B5%D0%BD%D1%82_%D0%B3%D1%80%D0%B0%D1%84%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%BE%D0%B3%D0%BE_%D0%B8%D0%BD%D1%82%D0%B5%D1%80%D1%84%D0%B5%D0%B9%D1%81%D0%B0)) и графические рисунки. Однако это кодирование плохо подходит для изображений с плавным переходом тонов, таких как фотографии.

Распространённые форматы для упаковки данных с помощью RLE включают в себя [PackBits](https://ru.wikipedia.org/w/index.php?title=PackBits&action=edit&redlink=1), [PCX](https://ru.wikipedia.org/wiki/PCX) и [ILBM](https://ru.wikipedia.org/wiki/ILBM).

Методом кодирования длин серий могут быть сжаты произвольные [файлы с двоичными данными](https://ru.wikipedia.org/wiki/%D0%94%D0%B2%D0%BE%D0%B8%D1%87%D0%BD%D1%8B%D0%B9_%D1%84%D0%B0%D0%B9%D0%BB), поскольку спецификации на форматы файлов часто включают в себя повторяющиеся байты в области выравнивания данных. Тем не менее, современные системы сжатия (например, [Deflate](https://ru.wikipedia.org/wiki/Deflate)) чаще используют алгоритмы на основе [LZ77](https://ru.wikipedia.org/wiki/LZ77), которые являются обобщением метода кодирования длин серий и оперируют с последовательностями символов вида «BWWBWWBWWBWW».

Звуковые данные, которые имеют длинные последовательные серии байт (такие как низкокачественные [звуковые семплы](https://ru.wikipedia.org/wiki/%D0%A1%D0%B5%D0%BC%D0%BF%D0%BB%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D0%B5)) могут быть сжаты с помощью RLE после того, как к ним будет применено [Дельта-кодирование](https://ru.wikipedia.org/wiki/%D0%94%D0%B5%D0%BB%D1%8C%D1%82%D0%B0-%D0%BA%D0%BE%D0%B4%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D0%B5).

# Алгоритм Лемпеля — Зива — Велча

**Алгори́тм Ле́мпеля — Зи́ва — Уэлча** (**Lempel-Ziv-Welch**, **LZW**) — это универсальный [алгоритм сжатия данных](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B4%D0%B0%D0%BD%D0%BD%D1%8B%D1%85) без потерь, созданный [Авраамом Лемпелем](https://ru.wikipedia.org/wiki/%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8C,_%D0%90%D0%B2%D1%80%D0%B0%D0%B0%D0%BC), [Яаковом Зивом](https://ru.wikipedia.org/wiki/%D0%97%D0%B8%D0%B2,_%D0%AF%D0%B0%D0%BA%D0%BE%D0%B2) и [Терри Велчем](https://ru.wikipedia.org/wiki/%D0%92%D0%B5%D0%BB%D1%87,_%D0%A2%D0%B5%D1%80%D1%80%D0%B8). Он был опубликован Велчем в 1984 году[[1]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_bcf6c4b5d55cf9ae-1) в качестве улучшенной реализации алгоритма [LZ78](https://ru.wikipedia.org/wiki/LZ78), опубликованного Лемпелем и Зивом в 1978 году[[2]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_0f4d07904e6fbb80-2). Алгоритм разработан так, чтобы его было достаточно просто реализовать как программно, так и аппаратно[[1]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_bcf6c4b5d55cf9ae-1).

Акроним «LZW» указывает на фамилии изобретателей алгоритма: Лемпель, Зив и Велч, но многие[[*кто?*](https://ru.wikipedia.org/wiki/%D0%92%D0%B8%D0%BA%D0%B8%D0%BF%D0%B5%D0%B4%D0%B8%D1%8F:%D0%98%D0%B7%D0%B1%D0%B5%D0%B3%D0%B0%D0%B9%D1%82%D0%B5_%D0%BD%D0%B5%D0%BE%D0%BF%D1%80%D0%B5%D0%B4%D0%B5%D0%BB%D1%91%D0%BD%D0%BD%D1%8B%D1%85_%D0%B2%D1%8B%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B9)] утверждают, что, поскольку патент принадлежал Зиву, то метод должен называться *алгоритмом Зива — Лемпеля — Велча*.
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**Описание**

Данный алгоритм при кодировании (сжатии) сообщения динамически создаёт словарь фраз: определённым последовательностям символов (фразам) ставятся в соответствие группы битов (коды) фиксированной длины (например, 12-битные, как предлагается в исходной статье Велча[[1]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_bcf6c4b5d55cf9ae-1)). Словарь инициализируется всеми 1-символьными фразами (в случае 8-битных символов — это 256 фраз). По мере кодирования алгоритм просматривает текст символ за символом слева направо. При чтении алгоритмом очередного символа в данной позиции находится строка W максимальной длины, совпадающая с какой-то фразой из словаря. Затем код этой фразы подаётся на выход, а строка WK, где K — это символ, следующий за W во входном сообщении, вносится в словарь в качестве новой фразы и ей присваивается какой-то код (так как W выбрана [жадно](https://ru.wikipedia.org/wiki/%D0%96%D0%B0%D0%B4%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC), WK ещё не содержится в словаре). Символ K используется в качестве начала следующей фразы. Более формально данный алгоритм можно описать следующей последовательностью шагов:

1. Инициализация словаря всеми возможными односимвольными фразами. Инициализация входной фразы W первым символом сообщения.
2. Если КОНЕЦ\_СООБЩЕНИЯ, то выдать код для W и завершить алгоритм.
3. Считать очередной символ K из кодируемого сообщения.
4. Если фраза WK уже есть в словаре, то присвоить входной фразе W значение WK и перейти к Шагу 2.
5. Иначе выдать код W, добавить WK в словарь, присвоить входной фразе W значение K и перейти к Шагу 2.

Алгоритму декодирования на входе требуется только закодированный текст: соответствующий словарь фраз легко воссоздаётся посредством имитации работы алгоритма кодирования .

## **Реализация**

Примечательной особенностью алгоритма LZW является простота реализации, благодаря которой он до сих пор очень популярен, несмотря на зачастую худшую степень сжатия по сравнению с такими аналогами, как [LZ77](https://ru.wikipedia.org/wiki/LZ77)[[3]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_7fd43dd3b64b2dfa-3). Обычно LZW реализуется с помощью [префиксного дерева](https://ru.wikipedia.org/wiki/%D0%9F%D1%80%D0%B5%D1%84%D0%B8%D0%BA%D1%81%D0%BD%D0%BE%D0%B5_%D0%B4%D0%B5%D1%80%D0%B5%D0%B2%D0%BE), содержащего фразы из словаря: для нахождения W нужно просто прочитать как можно более длинную строку из корня дерева, затем для добавления новой фразы WK нужно присоединить к найденному узлу нового сына по символу K, а кодом фразы W может выступать индекс узла в массиве, содержащем все узлы.

### Кодирование фраз

Использование для фраз кодов фиксированной длины (12 битов в описании Велча[[1]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_bcf6c4b5d55cf9ae-1)) может негативно сказаться на эффективности сжатия, так как, во-первых, для начальных кодируемых символов этот подход скорее будет раздувать данные, а не сжимать (если символ занимает 8 битов), и во-вторых, общий размер словаря (212=4096) получается не так велик. Первая проблема решается кодированием выходной последовательности [алгоритмом Хаффмана](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%B4_%D0%A5%D0%B0%D1%84%D1%84%D0%BC%D0%B0%D0%BD%D0%B0) (возможно, [адаптивным](https://ru.wikipedia.org/wiki/%D0%90%D0%B4%D0%B0%D0%BF%D1%82%D0%B8%D0%B2%D0%BD%D1%8B%D0%B9_%D0%B0%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%A5%D0%B0%D1%84%D1%84%D0%BC%D0%B0%D0%BD%D0%B0)) или [арифметическим кодированием](https://ru.wikipedia.org/wiki/%D0%90%D1%80%D0%B8%D1%84%D0%BC%D0%B5%D1%82%D0%B8%D1%87%D0%B5%D1%81%D0%BA%D0%BE%D0%B5_%D0%BA%D0%BE%D0%B4%D0%B8%D1%80%D0%BE%D0%B2%D0%B0%D0%BD%D0%B8%D0%B5). Для решения второй используют другие подходы.

Первый простой вариант — применить какой-нибудь оптимальный [универсальный код](https://ru.wikipedia.org/wiki/%D0%A3%D0%BD%D0%B8%D0%B2%D0%B5%D1%80%D1%81%D0%B0%D0%BB%D1%8C%D0%BD%D1%8B%D0%B9_%D0%BA%D0%BE%D0%B4) типа [кода Левенштейна](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%B4_%D0%9B%D0%B5%D0%B2%D0%B5%D0%BD%D1%88%D1%82%D0%B5%D0%B9%D0%BD%D0%B0) или [кода Элиаса](https://ru.wikipedia.org/wiki/%D0%9E%D0%BC%D0%B5%D0%B3%D0%B0-%D0%BA%D0%BE%D0%B4_%D0%AD%D0%BB%D0%B8%D0%B0%D1%81%D0%B0). В таком случае теоретически словарь может расти неограниченно.

Другой более распространённый вариант — изменять максимальный возможный размер словаря с ростом числа фраз.[[4]](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#cite_note-_97c9335d8eba9b9d-4) Изначально, например, максимальный размер словаря полагается 29 (28 кодов при этом уже заняты фразами для кодирования 8-битовых одиночных символов) и на код фразы отводится 9 битов. Когда число фраз становится 29, максимальный размер становится 210 и на коды отводится 10 битов. И так далее. Таким образом, теоретически словарь может быть сколь угодно большим. Этот метод продемонстрирован в [примере](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%9B%D0%B5%D0%BC%D0%BF%D0%B5%D0%BB%D1%8F_%E2%80%94_%D0%97%D0%B8%D0%B2%D0%B0_%E2%80%94_%D0%92%D0%B5%D0%BB%D1%87%D0%B0#%D0%9F%D1%80%D0%B8%D0%BC%D0%B5%D1%80) ниже (обычно, тем не менее, максимальный размер словаря ограничивается; например в LZC — популярной модификации LZW, рассматриваемой ниже — длины кодов растут от 9 до 16 битов.).

В большинстве реализаций последнего метода число битов, выделяемых на код фразы, увеличивается до добавления новой фразы WK, переполняющей словарь, но после записи на выход кода W. Например, пусть в данный момент в процессе работы алгоритма длина кода — p битов, и алгоритм собирается выдать код фразы W и добавить новую фразу WK в словарь; если код WK равен 2p (то есть WK переполняет словарь), то сначала выдаётся p-битовый код W и только после этого p увеличивается на один, чтобы последующие коды занимали p+1 битов. Среди ранних реализаций LZW существуют такие, которые увеличивают p до выдачи кода W, то есть код W, выдаваемый перед добавлением WK в словарь, уже занимает p+1 битов (что не является необходимым, так как код W меньше 2p). Такое поведение называется «ранним изменением» (early change). Эта путаница в реализациях побудила [Adobe](https://ru.wikipedia.org/wiki/Adobe) поддерживать оба варианта LZW в PDF (используются ли «ранние изменения», указывается с помощью специального флага в заголовке сжимаемых данных).

# Deflate

**Deflate** — это [алгоритм](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) [сжатия без потерь](https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B1%D0%B5%D0%B7_%D0%BF%D0%BE%D1%82%D0%B5%D1%80%D1%8C), использующий комбинацию алгоритмов [LZ77](https://ru.wikipedia.org/wiki/LZ77) и [Хаффмана](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D0%A5%D0%B0%D1%84%D1%84%D0%BC%D0%B0%D0%BD%D0%B0). Изначально был описан [Филом Кацем](https://ru.wikipedia.org/wiki/%D0%A4%D0%B8%D0%BB_%D0%9A%D0%B0%D1%86) для второй версии его архиватора [PKZIP](https://ru.wikipedia.org/wiki/PKZIP), который впоследствии был определён в [RFC 1951](https://tools.ietf.org/html/rfc1951) (1996 год).

Deflate считается свободным от всех существующих патентов, и пока оставался в силе патент на [LZW](https://ru.wikipedia.org/wiki/LZW) (он применяется в формате [GIF](https://ru.wikipedia.org/wiki/GIF)), это привело к использованию Deflate не только в формате [ZIP](https://ru.wikipedia.org/wiki/ZIP), для которого Кац изначально его спроектировал, но также в компрессоре/декомпрессоре [gzip](https://ru.wikipedia.org/wiki/Gzip) и в [PNG](https://ru.wikipedia.org/wiki/PNG)-изображениях.

## **Формат потока данных**

Deflate-поток содержит серии блоков. Перед каждым блоком находится трёхбитовый заголовок:

* Один бит: флаг последнего блока.
* 1: блок последний.
* 0: блок не последний.
* Два бита: метод, с помощью которого были закодированы данные.
* 00: данные не закодированы (в блоке находятся непосредственно выходные данные).
* 01: данные закодированы по методу [статического Хаффмана](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%B4_%D0%A5%D0%B0%D1%84%D1%84%D0%BC%D0%B0%D0%BD%D0%B0).
* 10: данные закодированы по методу [динамического Хаффмана](https://ru.wikipedia.org/wiki/%D0%9A%D0%BE%D0%B4_%D0%A5%D0%B0%D1%84%D1%84%D0%BC%D0%B0%D0%BD%D0%B0).
* 11: зарезервированное значение (ошибка).

Большая часть блоков кодируется с помощью метода 10 (динамический Хаффман), который предоставляет оптимизированное дерево кодов Хаффмана для каждого нового блока. Инструкции для создания дерева кодов Хаффмана следуют непосредственно за заголовком блока.

Компрессия выполняется в два этапа:

* замена повторяющихся строк указателями (алгоритм LZ77);
* замена символов новыми символами, основываясь на частоте их использования (алгоритм Хаффмана).

### Алгоритмы сжатия с потерями

* Наиболее популярным примером формата изображения, где используется сжатие с потерями, является [JPEG](https://ru.wikipedia.org/wiki/JPEG)
* На мобильных платформах применяется перевод изображения в [палитровый](https://ru.wikipedia.org/wiki/%D0%9F%D0%B0%D0%BB%D0%B8%D1%82%D1%80%D0%B0_(%D0%BA%D0%BE%D0%BC%D0%BF%D1%8C%D1%8E%D1%82%D0%B5%D1%80%D0%BD%D0%B0%D1%8F_%D0%B3%D1%80%D0%B0%D1%84%D0%B8%D0%BA%D0%B0)) формат.
* [JPEG 2000](https://ru.wikipedia.org/wiki/JPEG_2000)
* [Алгоритм фрактального сжатия](https://ru.wikipedia.org/wiki/%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC_%D1%84%D1%80%D0%B0%D0%BA%D1%82%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B3%D0%BE_%D1%81%D0%B6%D0%B0%D1%82%D0%B8%D1%8F)
* [DXTC](https://ru.wikipedia.org/w/index.php?title=%D0%9A%D0%BE%D0%BC%D0%BF%D1%80%D0%B5%D1%81%D1%81%D0%B8%D1%8F_%D1%82%D0%B5%D0%BA%D1%81%D1%82%D1%83%D1%80_S3_(DXTC)&action=edit&redlink=1) — компрессия текстур, реализованная в графическом API DirectX и поддерживаемая на аппаратном уровне современными видеокартами.
* [Дифференциальное сжатие](https://ru.wikipedia.org/w/index.php?title=%D0%94%D0%B8%D1%84%D1%84%D0%B5%D1%80%D0%B5%D0%BD%D1%86%D0%B8%D0%B0%D0%BB%D1%8C%D0%BD%D0%BE%D0%B5_%D1%81%D0%B6%D0%B0%D1%82%D0%B8%D0%B5&action=edit&redlink=1) — сжатие основано на формировании граничных условий и выбора дифференциальных уравнений, решение выбранных дифференциальных уравнений, с вычисленными при сжатии граничными условиями, позволяет восстановить исходное изображение.

##### **Алгоритм сжатия JPEG**

JPEG на данный момент один из самых распространенных способов сжатия изображений с потерями. Опишем основные шаги, лежащие в основе этого алгоритма. Будем считать, что на вход алгоритма сжатия поступает изображение с глубиной цвета 24 бита на пиксел (изображение представлено в цветовой модели RGB).

###### **Перевод в цветовое пространство YCbCr**

В цветовой модели YCbCr мы представляем изображение в виде яркостной компоненты (Y) и двух цветоразностных компонент (Cb,Cr). Человеческий глаз более восприимчив к яркости, а не к цвету, поэтому алгоритм JPEG вносит по возможности минимальные изменения в яркостную компоненту (Y), а в цветоразностные компоненты могут вноситься значительные изменения. Перевод осуществляется по следующей формуле:  
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Выбор Kr и Kb зависит от оборудования. Обычно берётся Kb=0.114;Kr=0.299. В последнее время также используется Kb=0.0722;Kr=0.2126, что лучше отражает характеристики современных устройств отображения.

###### **Субдискретизация компонент цветности**

После перевода в цветовое пространство YCbCr выполняется дискретизация. Возможен один из трёх способов дискретизации:  
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* :4:4 – отсутствует субдискретизация;
* 4:2:2 – компоненты цветности меняются через одну по горизонтали;
* 4:2:0 – компоненты цветности меняются через одну строку по горизонтали, при этом по вертикали они меняются через строку.

При использовании второго или третьего способа мы избавляется от 1/3 или 1/2 информации соответственно. Очевидно, что чем больше информации мы теряем, тем сильнее будут искажения в итоговом изображении.

###### **Дискретное косинусное преобразование**

Изображение разбивается на компоненты 8\*8 пикселов, к каждой компоненте применятся ДКП. Это приводит к уплотнению энергии в коде. Преобразования применяются к компонентам независимо.

###### **Квантование**

Человек практически не способен замечать изменения в высокочастотных составляющих, поэтому коэффициенты, отвечающие за высокие частоты можно хранить с меньшей точностью. Для этого используется покомпонентное умножение (и округление) матриц, полученных в результате ДКП, на матрицу квантования. На данном этапе тоже можно регулировать степень сжатия (чем ближе к нулю компоненты матрицы квантования, тем меньше будет диапазон итоговой матрицы).

###### **Зигзаг-обход матриц**

Зигзаг-обход матрицы – это специальное направление обхода, представленное на рисунке:  
[![](data:image/png;base64,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)](https://habrastorage.org/storage/habraeffect/20/10/2010488340013692050caac9f4b6a5cb.PNG)  
При этом для большинства реальных изображений в начале будут идти ненулевые коэффициенты, а ближе к концу будут идти нули.

###### **RLE- кодировние**

Используется особый вид RLE-кодирования: выводятся пары чисел, причём первое число в паре кодирует количество нулей, а второе – значение после последовательности нулей. Т.е. код для последовательности 0 0 15 42 0 0 0 44 будет следующим (2;15)(0;42)(3;44).

###### **Кодирование методом Хаффмана**

Используется описанный выше алгоритм Хаффмана. При кодировании используется заранее определённая таблица.  
Алгоритм декодирования заключается в обращении выполненных преобразований.  
К достоинствам алгоритма можно отнести высокую степень сжатие (5 и более раз), относительно невысокая сложность (с учётом специальных процессорных инструкций), патентная чистота. Недостаток – артефакты, заметные для человеческого глаза.

##### **Фрактальное сжатие**

Фрактальное сжатие – это относительно новая область. Фрактал – сложная геометрическая фигура, обладающая свойством самоподобия. Алгоритмы фрактального сжатия сейчас активно развиваются, но идеи, лежащие в их основе можно описать следующей последовательностью действий.  
Процесс сжатия:

1. Разделение изображения на неперекрывающиеся области (домены). Набор доменов должен покрывать всё изображение полностью.
2. Выбор ранговых областей. Ранговые области могут перекрываться и не покрывать целиком всё изображение.
3. Фрактальное преобразование: для каждого домена подбирается такая ранговая область, которая после аффинного преобразования наиболее точно аппроксимирует домен.
4. Сжатие и сохранение параметров аффинного преобразования. В файл записывается информация о расположении доменов и ранговых областей, а также сжатые коэффициенты аффинных преобразований.

Этапы восстановления изображения:

1. Создание двух изображений одинакового размера A и B. Размер и содержание областей не имеют значения.
2. Изображение B делится на домены так же, как и на первой стадии процесса сжатия. Для каждого домена области B проводится соответствующее аффинное преобразование ранговых областей изображения A, описанное коэффициентами из сжатого файла. Результат помещается в область B. После преобразования получается совершенно новое изображение.
3. Преобразование данных из области B в область A. Этот шаг повторяет шаг 3, только изображения A и B поменялись местами.
4. Шаги 3 и 4 повторяются до тех пор, пока изображения A и B не станут неразличимыми.

Точность полученного изображения зависит от точности аффинного преобразования.  
Сложность алгоритмов фрактального сжатия в том, что используется целочисленная арифметика и специальные довольно сложные методы, уменьшающие ошибки округления.  
Отличительной особенностью фрактального сжатия является его ярко выраженная ассиметрия. Алгоритмы сжатия и восстановления существенно различаются (сжатие требует гораздо большего количества вычислений).

Источники, дополнительные материалы:

<http://aco.ifmo.ru/el_books/image_processing/3_04.html>

<https://habr.com/ru/articles/116697/>

<https://ru.wikipedia.org/wiki/%D0%A1%D0%B6%D0%B0%D1%82%D0%B8%D0%B5_%D0%B8%D0%B7%D0%BE%D0%B1%D1%80%D0%B0%D0%B6%D0%B5%D0%BD%D0%B8%D0%B9>

<https://youtu.be/IbxTg8S-W5s>